
J O U R N A L  OF M A T E R I A L S  S C I E N C E  4 (1969) 485-498 

Exploring the R61e of Impurities in 
Non-metallic Materials by Electron 
Paramagnetic Resonance 

T. I. B A R R Y  
Division of Inorganic and Metallic Structure, National Physical Laboratory, Teddington, 
Middlesex, UK 

Received 19 November 1968 

In a penetrating review on defects in diamond [1], Frank draws conclusions about the 
depth, temperature and time scale of its genesis. He writes, "A  diamond is a letter to us 
from the depths. . ,  but the perfect crystal is a blank page. The individuality of every diamond 
resides in its imperfections, and these afford our only clue to what has happened to that 
crystal since its birth." 

The present paper advances electron paramagnetic resonance (epr) as a technique for 
detecting these clues in materials, most of which are more mundane than diamond, and 
discusses applications to a range of materials problems. It is unfortunate that information 
in the form of epr spectra is still in a sense encoded, so a secondary aim of this paper is to 
collect together methods for deciphering the message. 

1. Introduct ion 
The aim of this paper is primarily to show how 
epr can be applied to solving problems con- 
cerned with the r61e of impurities in materials. 
Transition metal ions, most of which can be 
sensitively detected by epr, are present as 
impurities or deliberate additives in a wide range 
of materials and are known to have a strong 
influence on such processes as crystal nucleation 
and growth, dislocation and grain-boundary 
motion, solid state reactions and catalysis, 
processes which have a direct effect on the 
generation and application of materials as 
diverse as gemstones, cement, pigments and 
refractories. 

The solution of impurities in solids is enhanced 
when the solids are prepared by rapid precipita- 
tion or by treatment at high temperatures, 
whereas at low temperatures solid solubility is 
reduced and impurity ions tend to be expelled 
from the lattice. The free energy of the system is 
lowered if impurity rather than normal lattice 
ions become associated with existing lattice 
defects such as vacancies, dislocations or grain- 
boundaries. Cold working of the specimen or 

treatment at intermediate temperatures acceler- 
ates the process of association of impurities with 
defects, with the result that grain-boundaries 
become rich in impurity material [2]. This 
material may form a skin round the grains or 
alternatively may aggregate into clumps of a 
phase rich in impurity ions. In either case the 
changes in distribution, from complete solid 
solution through progressive stages of aggrega- 
tion, have a profound effect on the physical, 
chemical and mechanical properties of solids [3]. 

It is less easy to give a summary of the 
behaviour of impurities during hydrolytic pro- 
cesses such as the conversion of clinker to 
cement or of clays to earthenware and porcelain. 
But in these materials too, minor constituents 
have an important influence [4]. 

Epr makes it possible to trace the progress of 
impurities and to correlate their distribution 
with changes in other properties. The types of 
information which can be deduced are listed 
below. 
(a) The identity and valence of the paramagnetic 
ions. 
(b) The local symmetry and environment of the 
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centres and hence the nature of the phase giving 
rise to that environment, changes caused by 
neighbouring defects, solid solution of other 
ions, lattice strain, etc. 
(c) The overall concentration of the centres. 
(d) The local concentration of the centres. 
Proximity of paramagnetic centres gives rise to 
line broadening through spin dipole interaction. 
The occurrence of magnetic exchange interaction 
can give detailed information on the mutual 
location of centres and on the nature of magnet- 
ically concentrated phases. 

Most epr equipments have facilities for study 
down to 77 ~ K but not to lower temperatures. 
This being so it is usually possible to obtain 
spectra only from ions in the first transition 
series which have odd numbers of unpaired 
electrons. Thus the most convenient ions for 
study are TP + , V 4+ , Cr 5+ , Cu 2+; V 2+ , Cr 3+, Mn 4+; 
Mn 2+ and Fe a+. Fortunately these ions include 
many of the important impurities. Review 
articles on transition metal ions have been 
provided by Carrington and Longuet-Higgins 
[5] (introduction to theory), Low and Often- 
bather [6] (data), Kokoszka and Gordon [7], 
K6nig [8] and Orton [9]. Reference is given in 
these reviews to other collections of data. The 
book by Orton [9] also covers other transition 
and rare earth ions. 

Unfortunately, the interpretation of epr 
spectra is not straightforward, especially for 
polycrystalline or amorphous specimens, so a 
secondary aim of the paper is to refer the reader 
to methods of analysis. For this reason the 
framework of section 3 will be a guide to the 
factors which influence the spectra, and this 
framework will be used as the context for 
illustrations of applications to materials science. 
Applications to optical, electrical and magnetic 
materials will not be accentuated, because for 
these materials the r61e of the transition metal 
ions is more obvious. The important field of 
radiation-induced paramagnetic centres will also 
be largely neglected. 

A problem frequently encountered within all 
disciplines is that it is often very difficult to gauge 
the credibility of a piece of work which uses an 
unfamiliar physical technique such as epr to 
obtain structural information. Moreover, the epr 
specialist may be unfamiliar with the chemistry 
and physics of the system he is studying and for 
that reason may make incorrect deductions. It is 
hoped that this paper may provide a bridge 
between those most concerned with theoretical 
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aspects of epr and those who may be interested in 
applying it to materials problems. Certainly a 
beginner will wish to make his first essays into 
epr under the wing of someone more experi- 
enced. 

2. Possible Applications of EPR 
2.1. Isolated Ions 
2.1.1. Identification 
Epr has value specifically when information is 
desired about the valence state and location of 
impurities in the matrix; it is not suitable for 
conventional analysis. Epr is non-destructive 
and has an advantage in this respect, provided 
the specimen will enter the microwave cavity, 
i.e. for examination at X-band frequencies (9 to 
10 GHz), it must be small enough to be con- 
tained within a cylinder 11 mm in diameter and 
of indefinite length. 

Identification of ions is achieved through a 
knowledge of the factors which determine the 
spectrum. In section 3 of this paper, these factors 
are dealt with and formulae are given which 
enable spectra to be compared with existing 
data. 

2.1.2. Symmetry 
One of the most powerful uses of epr arises from 
the information it gives about the symmetry and 
orientation ofparamagnetic centres. For example 
in futile (TiO~), transition metal ions can occupy 
either substitutional or interstitial sites. For 
single crystals, the types of sites occupied can be 
discovered by rotation of the specimen about its 
four-fold axis, while this is held perpendicular to 
the magnetic field of the spectrometei. For the 
substitutional centres, the spectra divide into 
two sets which are alike, but 90 ~ of rotation out 
of phase. These two sets have symmetry about 
the 110 directions of the rutile. On the other hand, 
the spectra from ions in interstitial sites divide 
into four sets, which have symmetry axes 5 to 
20 ~ either side of the 110 directions. The angle 
depends on the ion in question. The important 
point to note is that the distinction between the 
two types of sites is derived, not from the use of 
any theoretical treatment, but simply by compari- 
son of the symmetry of the spectrum with the 
symmetry of possible sites in the rutile structure 
[10]. 

Now that much data is available for transition 
metal ions in single crystals [6], it is possible to 
use this information to identify their environ- 
ment in polycrystalline materials. In the absence 
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of such data, the symmetry deduced from the 
spectrum can still be a guide. For example, a 
specimen of chemically pure ruffle (TiO2) doped 
with 100 ppm Cr 3+ gave rise, not only to the 
normal spectrum, which showed the Cr 3+ to be 
in orthorhombic sites, consistent with the D2~ 
(mrnrn) point symmetry of the Ti 4+ sites, but also 
to a spectrum showing Cr a+ in axial symmetry, 
quite incompatible with the ruffle structure. The 
logical deduction was that the specimens 
contained a proportion of anatase, a metastable 
phase of TiO2, in which the Ti 4+ sites have $4 (7~) 
symmetry [11 ]. It would have been possible to 
detect approximately 0.02 ~ of anatase in this 
way assuming the Cr 3+ to have been uniformly 
distributed. 

2.1.3. Stress 
Both hydrostatic [12] and anisotropic [13] 
stresses induce changes in the epr spectra of 
paramagnetic ions, the effect of uniaxial stress 
being the most obvious since epr is most sensitive 
to distortions from cubic symmetry. The 
mathematical treatment and scope of epr for 
determining internal strains has been reviewed 
in a series of articles by Stoneham [14]. The 
order of magnitude for the limits of detection of 
strains and other defects in MgO are listed as 
follows: strains 10-4; electric fields 105 V/cm; 
dislocation density 10 ~ cm-2; charged defect 
concentration 11 ppm for singly charged defects 
and 4 ppm for doubly charged defects. Possible 
further applications lie in the determination of 
local strain in crystals deformed by plastic flow 
and the measurement of stresses in glasses [15] or 
ceramics [16] toughened by surface ion exchange. 

Wenzel and Kim [17] and Kirkby and Thorp 
[18] have used epr to determine strain and 
orientation variations at Cr a+ sites in ruby. It 
proved possible to determine the magnitudes of 
strains of the order of 10 .4 in single crystals 
grown by the Verneuil and Czochralski methods. 

2.2. Impurity-defect interactions 
Although impurity ions of the same valence as 
the ions of the host lattice are known to cause 
substantial changes in mechanical properties [ 19 ], 
the influence of ions of different valency should 
be much more marked, since these can be 
incorporated only in conjunction with compen- 
sating defects, which are necessary to preserve 
electrical neutrality. For example, in alkali 
halides, divalent ion impurities are normally 
incorporated with an equal number of cation 

vacancies, which may be dissociated from their 
impurity ions or associated in pairs or in clusters 
with them [20, 21]. In a study of this system 
Pratt and co-workers [22] have found by 
electrical measurements that cation vacancies 
located at dislocation cores are compensated 
remotely by the divalent cations. Nevertheless, 
the divalent ions are attracted into regions near 
the dislocations by the negative space charge 
associated with the cation vacancies, and 
dislocation motion is impeded by the stress 
required to overcome this electrostatic inter- 
action. 

A second way in which charge compensation 
can be achieved is by mutual compensation of 
two impurities. For example, in MgO, A1 a+ and 
Li + ions provide mutual compensation, or again 
in MgO, dissolved Ni z+ ions tend to become 
oxidised to NP + when Li + ions are incorporated. 
This type of charge manipulation is of far- 
reaching importance in magnetic materials such 
as ferrimagnetic spinels, for which the factors 
affecting the valence and distribution of cations 
have been closely studied [23, 24]. In silicate 
materials, AP + ions replacing the Si ~+ ions in 
tetrahedral sites are usually compensated by 
alkali ions in interstitial positions. The extent of 
replacement can be very large [25]. 

From the example of divalent ions in alkali 
halides it is clear that dislocation and grain bound- 
ary motions are critically dependent on impurity 
content. Thus the high temperature deformation 
of ceramics should be subject to the control of 
vacancy concentration by addition of charge 
compensating ions. 

The ways in which epr can be used to examine 
the interaction of impurity and compensating 
centres are exemplified by thorough studies of 
aluminum and germanium centres in 0~-quartz 
[26, 27]. During irradiation by X- or v-rays, 
AP + ions trap positive holes and Ge 4+ ions trap 
electrons. This transfer of charge causes the 
alkali ions, which are compensating the charge of 
A13+ ions, to be repelled by the positive holes, 
and subsequently to arrive at the Ge 3+ ions. The 
presence of the alkali ions can be detected, not 
only by the changes in the g-values but also by 
the characteristic splitting of the spectra caused 
by the nuclear spins of K, Na and Li. These 
studies also provide an excellent example of the 
technique of using irradiation to make existing 
lattice defects visible. 

Although impurities are known to cause large 
changes in crystal growth rate and crystal habit, 
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the mechanism of these changes is obscure. In a 
study of Fe 3+ centres in amethyst-quartz, Barry, 
McNamara and Moore [28] found that under 
any taarlicalar -pyramidal growth face, the Fe 3+ 
ions did not populate the three equivalent silicon 
sites equally. Moreover, the mode of incorpora- 
tion of Fe 3+ in "Z-cut" synthetic quartz was 
quite different from Fe 3+ in amethyst. The same 
sort of inequalities have also been observed for 
Gd 3+ in A120 8 [29] and Fe 3+ in calcite [30]. Such 
results, if obtained in the context of a study of the 
topographical aspects of growing crystals, could 
be used to clarify the influence of impurities on 
the growth of single crystals and hence on the 
use of impurities to control grain growth in poly- 
crystalline materials. 

2.3. Aggregation of Impurities 
Aggregation of impurities into clusters or into 
crystallites of a new phase causes precipitation 
hardening and changes in grain-boundary 
adhesion and sliding [3]. The nucleation and 
extent of aggregation can be studied by epr in two 
ways. 

The first method is to add exclusively a para- 
magnetic impurity to the matrix so that the 
progressive aggregation of the impurity can be 
studied through the resultant exchange coupling 
between the magnetically concentrated ions. The 
second method uses a diamagnetic impurity with 
a smaller amount of a similar paramagnetic 
impurity as a monitor. As monitor ions leave the 
matrix and enter the newly emergent phase, the 
epr spectrum of the monitor ions in the new phase 
provides information on the precipitation of the 
phase, which may be too poorly developed to 
provide coherent X-ray diffraction. The first 
technique has the advantage that only one 
impurity is present but, on the other hand, 
interpretation of spectra from clustered para- 
magnetic ions is more difficult. There are no 
microscopic techniques capable of resolving the 
earliest stages of precipitation in solids, whereas, 
in principle epr can be used to study clusters of 
atoms from pairs to well-formed crystals.Thus 
the use of epr in selected systems could resolve 
some important problems of the early stages of 
nucleation. 

3. Factors Influencing the Spectra 
3.1. One Unpaired Electron (S = 1/2) 
The ions with one unpaired electron are TP +, 
V 4+, Cr 5+, Ni + and Cu 2+. 
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3.1,1. The g-value 

The g-value or spectroscopic splitting factor 
gives a measure of the orbital contribution to the 
magnetic moment of unpaired electrons. For 
pure spin angular momentum g = 2.00232, and 
the deviation from this value can be used to give 
detailed information on the bonding to surround- 
ing ions, as indicated in the review article by 
Carrington and Longuet-Higgins [5]. However, 
in the present paper it will be sufficient to con- 
sider g-values simply as parameters to describe 
centres, much as unit cell dimensions are used to 
summarise X-ray data. The same principles will 
be applied to the other parameters, which define 
nuclear spin coupling, crystal field splitting and 
exchange effects. 

An unpaired electron in a magnetic field can 
take up orientations with its magnetic moment 
either parallel or antiparallel to the field. These 
two states are characterised by their quantum 
numbers, M = +1/2 or -- 1/2, which in the 
magnetic field are associated with different 
energies as shown in fig. 1. 

Transitions can occur between the two states 
when the field is adjusted so that the energy 
difference, g~H, is equal to the fixed microwave 
energy hr. The equation 

hv = gl~Ho (1) 

defines the field Ho at which resonance will occur 
in the absence of perturbations by nuclear spins 
or crystal field splitting (crystal field splitting 

r 

kd 

G 

H 

~ , ,o  Absor p~: ion spectrum 

J~( Ist derivQtivr absorption 
spectrum 

Figure 1 Energy levels of an unpaired electron in a mag- 
netic field. Application of microwave radiation of energy 
hv causes resonance at a field, H o = hvlg~. 
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occurs only if there is more than one unpaired 
electron).* 

In papers on epr it is usual to let frequency and 
energy have the same units, so that Planck's 
constant, h = 1. The Bohr Magneton, /3, then 
has a value 1.3996 MHz G -1 or 0.46686 • 10 -4 
cm -1 G -1. The g-values which are likely to be 
observed fall between 2.4 and 1.8. Values for 
Cu 2+ are usually greater than 2, values for TP +, 
V 4+, C& + are usually less than 2. For g = 2 and 
a microwave frequency of 9500 MHz, Ho is 
3394 gauss. 

3.1.2. Symmetry and Orientation 
I f  a centre has cubic (Oh, m3m or T, 23) sym- 
metry then its g-value is isotropic. In axial 
symmetry (minimum point group S~, 2t, or Cz, 3) 
two extreme values gparaIlel and gperpendieular are 
possible and centres with lower symmetry 
require three orthogonal g-values usually written 
gx, gy and gz. The g of  equation 1 is given by 

g2 = gz2 COS20 + gx ~ sin~O cos2~ 
+ gy~ sin~0 sin2• (2) 

where 0 and ~b define the orientation of the 
magnetic field with respect to the x, y and z 
co-ordinates of  the centre as shown in fig. 2. In 
axial symmetry gz ---- gpar and gx = gy = gper. 

Besides affecting the g-values, distortion f rom 
cubic symmetry has an important  influence on 
relaxation time, which is briefly discussed in 
section 3.3.1. The result is that for 3d ions with 

~ H 

I X 

Figure 2 The definition of the angles 0 and ~, which give 
the orientation of the magnetic field relative to the sym- 
metry axes of the paramagnetic centre. 

one unpaired electron, the maximum temperature 
at which epr can be observed decreases with 
decreasing degree of distortion. Thus the 
absence of detectable resonance is not a sufficient 
criterion that such ions are absent. However, 
reference to existing data will often show whether 
resonance i s  likely to be observable for ions in 
the matrix in question. 

For polycrystalline and amorphous materials 
the spectra obtained are the sums of spectra from 
ions in all orientations. Fortunately the spectra 
tend to pile up at certain field values correspond- 
ing to orientations ofcent res  having x, y or z 
axes parallel to the field. The appearance of such 
spectra for centres with one unpaired electron is 
now fairly well documented [31-33]. 

3.1.3. Nuclear Spin Coupling (Hyperfine 
Structure) 

The interaction or coupling of an unpaired elec- 
tron with the spin of an atomic nucleus causes 
splitting of the electron states into (2 I - t -1 )  
energy levels, where I is the nuclear spin. Each 
level is characterised by a nuclear spin quantum 
number rn which can take values from - - I  to 
+ L Normally epr transitions are allowed only 
between energy levels corresponding to the same 
m and therefore the transitions also are split into 
(2I + 1) lines. An illustration of the effect of  the 
coupling of an unpaired electron with a nuclear 
spin of  1/2 is given in fig. 3. Interaction with a 
single nucleus splits the transition into lines of 
approximately equal intensity whereas, when 

r~ + I/2 9/3 H + I/2 A 
. ~ + V 2  9/3H-j/2A 

_ 

~ - V2 9#H + IZ2A 
I f ~ _  i/~ g~H _ 1/2 A 

~'-H 

Figure 3 Energy levels of a single unpaired electron inter- 
acting with a nucleus of spin 1/2. Second order corrections 
are omitted. Transitions occur between levels for which 
there is no change in the nuclear spin quantum number 
m .  

*The g-value is a function of orientation only. Sometimes authors fall into the confusing practice of giving g-values to 
individual peaks in a spectrum influenced by crystal field splitting. For any one type of centre at any fixed orientation 
relative to the field, only one g-value, defined by hv = g#Ho is possible. In the present paper the ratio H/Ho is used to 
define the field of individual resonance peaks whose position is a linear function of microwave frequency. 
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centres interact with several nuclei, each nucleus 
causes a ( 2 / +  1)-fold splitting and transitions 
commonly overlap to give a binomial intensity 
distribution among the resolvable peaks. The 
term hyperfine structure is used to describe the 
splitting caused by nuclei within the para- 
magnetic centre; superhyperfine splitting des- 
cribes splitting by extra-molecular nuclei. 

The hyperfine structure is governed by the 
same symmetry considerations as the g-value. In 
cubic symmetry, the fields for the (2I + 1) 
resonance lines are given by 

A m  A 2 
H = Ho --  ~ o  { I ( I  + l) -- m ~} (3) 

2 gZ fi2 Ho g P  

where Ho = hv/gfl is the field at which resoaance 
would occur in the absence of nuclear spin. A is 
the nuclear spin coupling parameter which is 
measured in units of energy. The form of equa- 
tion 3 shows that the spectra will consist of 
(21 + 1) lines with average separation A/g~ and 
increasing separation at the high field end. 

The equivalent equation for axial symmetry 
[34] is complicated by its orientation dependence. 
However, it is possible to orient single crystals, 
with the principal symmetry axis of a set of 
centres parallel or perpendicular to the field. 
Moreover, spectra from polycrystalline or 
amorphous specimens are dominated by the 
contributions from the same orientations.* 

The equations for the perpendicular and 
parallel directions are 

H p a r ( m )  = H 0 par 
A m  B 2 

gval'fl 2(gZ/~2H0) par 
{I (I + 1) - -  rn ~ } (4) 

Hper(m) = Ho per 
Bm A ~ + B 2 

gver~ 4(g2/~2H0)per 
{ I ( I +  1 )  - -  m e } ( 5 )  

Here A is the parallel and B the perpendicular 
nuclear spin coupling parameter. The principal 
isotope of vanadium, 51V, has a nuclear spin 
I = 7/2 which causes an eight-fold splitting of 
the spectra.The form of the spectra is represented 
in fig. 4 by the epr of V 4+ in polycrystalline 
Li2TiSiOs, [35] which is a tetragonat phase of 
unknown structure but which clearly has the V 4+ 
in sites of axial symmetry, since the perpendicu- 
lar peaks are not split into x and y components. 
Note the transition with m = 1/2 which is very 
strong because of the very small orientation 
dependence of this peak. 

Fig. 5 shows a computed spectrum for V 4+ 
ions with g, A and line width parameters set to 
match those for V 4+ in a glass [35]. The value of 
computation is that it provides standard spectra 
for known g and A parameters. These give a 
check that the correct field positions for the 
components of experimentally observed spectra 
are being fed into equations 4 and 5. 

The spectra of V 4+ in sodium borate glasses 
have been used by Hecht and Johnston [36] to 
study the nature of the boron oxide anomaly (a 
discontinuity in the physical properties of borate 

* 7/2 + s/2 
[ - - - - - - 1 - -  

+ 3 / 2  

I 

+ 7 / 2 1  I t 

I 
L _  I 1 I I I 

3"0 

II spectrum 
012 -V~ -3/2 -~2 -7/2 

I I- I- 

I I ~ _ ~  ~ spectrum 

V 4+ in Li 2 Ti SiO s 

i I l ~ , i I 
3.5 kG 4.O 

Figure 4 The  spec t rum of  V 4+ in po lyc rys ta l l i ne  L i2T iS iO v Th is  phase has an u n k n o w n  te t ragona l  s t ruc tu re .  The  

m ic rowave  f requency ,  v = 0.309 cm -1, gpar = 1.951, gper = 1.967, A = 0.01621 cm -1, B ~ 0.00492 cm - t .  

*This is no t  always the  case. C u  ~+ and  Co 2+ are particularly liable to give spectra  f rom polycrystalline c o m p o u n d s  for 
which other  orientat ions make  impor tan t  contr ibut ions  [33, 34]. 
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2.7  3 . 0  kG 3.5  4 . 0  

O ' 75 i- 

O" 5 0 [  ~ 
O ' 2 5  I 

O ~- 

[- E 

i 
i r- i 

2.7 
f I r i i 

3f.O F ie l d  kG 3f.5 
(b) 

41.O 

Figure 5(a) The angular variation of the calculated, resonance fields of V 4+ corresponding to the eight values of m. 
v = 0.309 cm -1, gpar  = 1.940, gper = 1.967, A = 0.01680 cm -1, B = 0.00594 cm-1; (b) the computed spectrum correspond- 
ing to the angular variation off ig. 5(a). The line width has been chosen to match that in a glass, 15 Gauss (Lorentzian). 
The greater width of the outer transitions in the experimental spectrum [35] shows that inhomogeneity and not relaxa- 
tion broadening was responsible for the line width. 

glasses as a function of composition). In this 
case a detailed analysis of  the spectra has been 
made on the basis of  ligand field theory, which 
shows that the V 4+ ions have one short and four 
or five longer bonds to give a square-pyramidal 
structure. The surrounding oxygens are linked 
only to one boron atom each (the oxygens are 
said to be non-bridging) and the relative V-O 
bond lengths have been determined as a function 
of composition. Results of  this type would be 
difficult to obtain in any other way; they help to 
puttheories of  structure in glass on a secure basis. 

3.2. I o n s  w i t h  m o r e  t h a n  o n e  U n p a i r e d  
E l e c t r o n  

The principal ions of  interest within this group 
are Cr a+, Fe ~+ and Mn 2+. For  all of these ions g 
is isotropic or very nearly so. For  Cr ~+, g is usu- 
ally about 1.98, for Fe a+ and Mn 2., g = 2.00 [6]. 

3.2.1.Cr 3+ in Weak Crystal Fields 
Cubic symmetry. Cr ~+ has three unpaired 

electrons and therefore the electron spin 
S = 3/2. There are four spin states defined by 
the magnetic quantum number M, which can take 
the values @ 3/2, q- 1/2, - -  1/2 or - -  3/2. I f  the 
crystal field is isotropic the four spin states have 
energies MgflH, which diverge linearly with field 
and hence the three possible transitions between 
the four levels superimpose at the field H 0 = 
hv/gfi. However, in the electric field gradient 
arising from non-cubic surroundings, the energy 
levels are split even at zero field so that the fields 
for the transitions are functions of the crystal 
field and its orientation to the magnetic field. 
Figs. 6a, b and c show how the energy levels vary 
with orientation and field for the example of  
Cr ~+ in methyl ammonium aluminium sulphate 
at 77 ~ K, which is discussed further below. 
Axial symmetry. I f  the symmetry is axial and the 
crystal field effects are weak compared with 
gflH, ther~ the transitions M ~=~ (M --  I) occur 
at fields given by [34] 

H =  H o - - ~  M - -  ( 3 c o s 2 0 - - 1 ) +  
D z cos20 sin20 

2 g~ f32 H o 
{4S(S @ 1) - -  2 4 M ( M - -  1) --  9} 

D 2 sin~0 
8gO.flZHo {2S(S + l) --  6M(M -- 1)-- 3 }(6) 
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(b) 
Figure 6(a), (b) and (c).The calculated energy levels for Cr 3+ 
substituting for AP + in CHaNH3AI(SO4)2.12H20 at 77 ~ K. 
D =  0.095 cm -1, E[D=O.1, g =  1.977. Transit ions are 
marked for a microwave frequency of 0.309 cm -1. (The 
energy levels have been numbered rather than labelled by 
q uantum numbers, because these become inappropriate 
at Iowfields.) Energy is plotted in dimensionless units. 

where 0 is the angle of the magnetic field to the 
symmetry axis of the centre, and D represents 
the strength of the axial electric field gradient 
measured in energy units. Thus D is a measure 
of the axial distortion from cubic symmetry. 

For polycrystalline specimens the spectrum 
piles up at fields corresponding to orientations 
for which the field varies slowly with orientation. 
These orientations can be determined by setting 
dH/dO = 0. For the ( ~  3/2 ~=~ -4- 1/2) transitions 
only the perpendicular and parallel orientations 
are important so that equation 6 reduces to quite 
a simple set of equations. 

z3 ,Hp r g/3 (7) 

z12, Hp r (8) 
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XY3,,//per + ~ < ' +  = H 0 + ~  (9) 

xv, , H p e r  - -  - -  = H 0  - -  ( 1 0 )  

(The symbols in the left-hand margin identify 
the transitions marked in figs. 6 and 7.) For the 
M =  (1/2<=>- 1/2) transition an additional 
orientation near 42 ~ provides a maximum field 
value. 

Z23,//par + 2 "~ -- = H0 weak 

transition (11) 

(, 
XY2a,//per + ~ ~ -- = Ho g.~ft2Ho 

( 1  ~) 1.33/32 
H, o + - -  = H0 + (13) 

The spectrum thus has the characteristic form 
shown in fig. 7a. Note that the splitting of the 
two strong 1/2 ~=~ -- 1/2 peaks depends on D2; 
the outer transitions are linear in D. 
Orthorhombic symmetry. When the symmetry is 
lower than axial, there is an orthorhombic 
component to the crystal field and this is defined 
by the parameter E. A formula equivalent to 
equation 6 has been given by Low [37] and 
quoted elsewhere [7]; this equation is incorrect. 
However, equations for the x, y and z directions 
are relatively easy to calculate. 

(3  - 
Z34, Hz + ~ +  = H o  g/? 

3E2D 

Z2a, Hz -+ ~, <:~ - -  = Ho 

-- 3E2H [(gfiH)~ D2] (15) 

(1  . 
Z12, Hz - -  ~ <:> - -  = Ho + ~-~ 

3E2D 

The value of H required for the correction term 
on the right-hand side of the equation is the 
same as that on the left. The values of H,,, and 
Hy are obtained by substituting E by 
( ~ z E + D ) / 2  and D by ( ~ 3 E - - D ) / 2  (the 
upper and lower sign applying for x and y 

respectively). The equations hold with reason- 
able accuracy for D < 1/3 grill. They are very 
useful for matching up observed spectra with 
existing data obtained from single crystals. 

Fig. 7b shows a spectrum of Cr 3+ in weak field 
with a slight orthorhombic distortion.The special 
point of interest in the spectra of figs. 7a and b 
is that they were both obtained from the same 
specimen but at different temperatures. They 
reveal the presence of a phase transition in 
CH3NH~AI(SO4)~.12H~O between 290 and 
77 ~ K. Previous observations [38] by epr have 
shown that this transition occurs at 157 ~ K. 
Epr can equally well be used to follow the course 
of phase changes and of solid state reactions. As 
already pointed out in section 2.1.2, it is often 
possible to detect the existence of a phase by the 
presence of a characteristic spectrum from a 
suitable ion, even when the phase is well below 
the detection limit for X-ray diffraction [35]. 

3.2.2. Cr 3+ in Strong Crystal Fields 

The simple formulae of equations 6 to 16 break 
down when the crystal field is strong. Fortu- 
nately van Reijen [39] has devised a method in 
which the observed spectrum can be compared 
with charts computed for a wide range of values 
of D and selected values of E/D. 

It commonly happens that D is large com- 
pared with grill and for such cases the spectrum 
is once more simplified, especially if E = 0 or 
�89 For E = 0 (axial symmetry) the spectrum 
is dominated by a peak at H/He = 0.52; for 
E =  1/3 (maximum orthorhombic distortion) 
H/He = 0.365. This again points to the fact that 
epr is very dependent on the symmetry of centres 
and hence deductions about their environment 
and their location relative to compensating ions 
can often be made from a cursory examination 
of the spectrum. 

3.2.3. fo  3+ 

Because Fe 3+ has five unpaired electrons, there 
are six possible energy levels in a magnetic field, 
moreover they are perturbed not only by the 
non-cubic fields defined by D and E but also by 
cubic crystal fields. When D and E are small, the 
fields for resonance can readily be calculated by a 
set of equations, equivalent to equations 14 to 
16, given in a paper by Manoogian, Holuj and 
Carswell [40]. This paper also contains some 
diagrams equivalent to fig. 6 and other helpful 
information. 

When D and E are large the cubic crystal field 
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XY34. Z 12 

(a) 

I r I [ - - ] [  l t [ j  I [ ~1 I ~ I I ~ I - -  I (~ 
Z24 Z34 Yi2 XI2 X23 Z23 E23E23 X34- Y34 ZI2 

Y23 

(b) 

Figure 7 (a) The spectrum from Cr 3+ in polycrystall ine CH3NH3AI(SO~)2,12H20 at 293 ~ K. Microwave frequency 0.309 
cm -~, g = 1.973, D = 0.088 cm -1. From equations 7 to 13 it can be seen thet the f ield intervals Z~2 to Z34 , XY34 to XY12 
and E2sto XY=3correspond to 4D/g~, 2D/g~ and 2,08 D~/g~2H o respectively. E indicates orientations other than X, Y 
or Z; (b) the spectrum from the sam ~ meterial but at 77 ~ K. Microwave frequency 0.309 cm -1. Baker [38] gives D = 0,0958 
cm -~, E =  0,0092 cm -~, g =  1.977. Note how the XY peaks of fig. 7(a) separate into X end Y components and also note 
the correspondence of this spectrum with fig. 6. The parameters can b~ evaluated with the aid of equations 14 to 16. 

is relatively unimpoitant so that it becomes poss- 
ible to use computed charts for which only the 
non-cubic fields are considered. A set of these has 
been prepared by the author [41 ]. As with Cr a+, 
characteristic, simplified spectra are obtained 
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if D is very large and E = 0 or 1/3. The fields for 
the dominant resonance are then H/Ho----- 1/3 
and 0.467 respectively. The way this simplifica- 
tion occurs can be seen from fig. 8 in which the 
resonance fields H/Ho are plotted against E/D. 
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Experimental observations for Fe 3+ in rutile 
plotted in the same figure show how the spec- 
trum f r o m  polycrystalline material can be 
checked against existing single crystal data [42]. 
Fig. 6 is plotted for D/hv > 2 but fair agreement 
is obtained for 2 > D/hv > 1. 

0'7 

0.6 

0"5 

% 

0'4 

' 

Y34- 

X~ 

03 . 
Z~2 

0'2 Zf2 
Li TiSiO s Rutile Amethyst Glass 

I ,r  , [ ,  r , I 
O O-I E/D 0.2 0.3 

Figure 8 A chart to assist analysis of  epr of Fe 3+ in strong 
crystal fields. The fit is good for  Dlh~, > 2 and fair for  
2 > D/by > 1. Experimental points are shown for poly- 
crystall ine rutile, D 2 h v =  2.2 and for amethyst single 
crystals, D /hv  = 0.98. The values o f / )  for Fe 3+ in glass and 
Li2TiSiO 5 are not known. The Ys~ and Z12 transit ions at 
f ields below H/H o = 0.23 are very weak [41]. 

3.2.4. Mn ~+ 
Mn 2+ is the most suitable transition metal ion to 
use as a monitor of the likely behaviour of 
divalent ions (Mg 2+, Zn 2+) in various hosts. This 
is so because having a half-filled d-shell it is 
spherically symmetrical, has no crystal field 
stabilisation energy and does not cause strong 
distortion of its surroundings. The only natural 
isotope is 55Mn, which has a nuclear spin of 5/2. 
The resultant hyp:rfine structure in the spectra 
can be very complex but the effort of interpreta- 
tion is rewarded by the fact that the nuclear spin 
coupling parameter is linearly related to the 
percentage ionic character of the bond [43, 44]. 
An additional advantage of using Mn 2+ as a 

monitor ion is that its co-ordination may also be 
determined by optical fluorescence spectroscopy 
[451. 

A description of the epr of Mn 2+ in poly- 
crystalline material (almost certainly calcite [46] 
in modelling clay) has been given in a very clear 
account by Bleaney and Rubins [47]. The use of 
Mn 2+ as a monitor of cation distribution in 
polycrystalline and amorphous materials has 
been described for zeolites [48], glasses [49, 50] 
and for a study of the formation of fluorapatite 
[51]. The work of Griscom and Griscom [50] 
on Mn 2+ in borate glasses is an example of how 
patient interpretation of spectra has been used 
to gain an understanding of a material, in this 
case of the degree of variation of types of ionic 
environment in a glass. 

3.3. Line Width and Exchange Coupling 
There are two important sources of line broaden- 
ing which are discussed briefly below; fuller 
reviews are given by Kokoszka and Gordon [7], 
KSnig [8] and Orton [9]. 

3.3.1. Relaxation Broadening 
Increased uncertainty of the energy levels of the 
spin states is caused by rapid spin-lattice or spin- 
spin relaxation, which shorten the lifetime of the 
electrons in the energy levels. Spin-spin relaxa- 
tion is dependent on concentration, whereas spin- 
lattice relaxation is dependent on symmetry and 
temperature. If the spin-lattice relaxation is too 
fast, loss of intensity results through line broad- 
ening; if it is too slow, then a phenomenon 
known as saturation also reduces intensity, 
either with no change in line shape or with loss of 
the centre of the peak. The saturation is depen- 
dent on the temperature and microwave power 
level so that control of these factors often en- 
ables superimposed spectra to be resolved. 

3.3.2. Inhomogeneity Broadening 
Variations in the environment and orientation of 
paramagnetic centres cause line broadening as 
already touched upon in sections 2.1.3, 3.1.3, 
and 3.2.4. This source of line broadening is 
particularly prominent in amorphous materials. 

3.3.3. Spin Dipole Interaction 
The magnetic dipole of an unpaired electron 
aligned in a magnetic field produces its own local 
field which adds to or subtracts from the field 
felt by neighbouring unpaired electrons. This 
local field amounts to 300G at a distance of 4A 
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[7]. Thus, if the concentration of paramagnetic 
ions is high there is an almost continuous 
distribution of local field strengths and the effect 
of spin dipole interaction is seen as considerable 
line broadening. However, at intermediate 
concentrations resolved satellites can be seen 
surrounding the transitions from magnetically 
isolated ions [521. 

3.3.4. Exchange Coupling 
Exchange coupling is more specific and structure 
sensitive [53] than the spin dipole interaction 
discussed above. If  the wave functions of two 
unpaired electrons interact with an exchange 
energy, J, greater than g~H then they no longer 
behave independently but couple to form a single 
spin system.They form what is essentially a weak 
molecule. If  3" is positive (antiferromagnetic 
exchange), the ground state of the system is 
diamagnetic, S = 0, but there is an excited state 
with S ~ 1, which is populated according to a 
Boltzmann distribution. An applied magnetic 
field splits the three spin levels of the excited 
state and epr can be observed with a temperature 
dependence characteristic of J. The resonance 
field is influenced by dipolar interaction, aniso- 
tropic exchange, crystal field strength and nuclear 
spin coupling, but often occurs near Ho. 

When antiferromagnetic exchange occurs 
between two unlike ions with non-integral total 
spin, for example between Fe 2+ and Fe 8+, the 
ground state is paramagnetic with spin 1/2 and 
the resonance intensity should increase with 
decreasing temperature. 

In magnetically concentrated, antiferro- 
magnetic materials such as Cr2Oa, the exchange 
coupling is co-operative and consequently has a 
characteristic transition temperature which is 
denoted T~, the Nrel temperature. For Cr~Oz 
T~ is 307 ~ K; below this temperature epr does 
not occur [54], but above T~ the spins, although 
they do not behave independently, become more 
like pairs and epr is seen as a broad resonance 
centred near H0 and with a typical line width of 
400 gauss, dependent on particle size [55]. 

The potential power of studies of exchange 
interactions is revealed by the work of Statz et al 
[52], who were able to assign the resonance from 
Cr 3+ pails in Al~O3 up to the eleventh nearest 
neighbours, which are 5.73A apart. The tech- 
nique could be used to examine the early stages 
of nucleation of precipitates of one crystalline 
phase within another. For example, a component 
in the epr spectra of Mn ~+ in NaC1 has been 
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tentatively assigned to a Mn 2+ trimer [20]. 
Exchange coupling has been used by Landry, 
Fournier and Young [56] to investigate cluster- 
ing of CI a+ ions in a phosphate glass and 
extensively by workers on chromia-alumina 
catalysts [57]. 

4. Practical Aspects 
In electron spin resonance spectrometers, the 
specimen is held in a microwave cavity, where it is 
exposed to radiation at X-band (9 to 10 GHz), 
K-band (23 GHz) or Q-band (35 GHz). As 
described in section 3.1, the spectrum is obtained 
by varying the magnetic field at the specimen. 
Usually the magnetic field is modulated at 100 
KHz and a phase sensitive detection system 
provides a first derivative presentation of the 
absorption spectrum. Design features are dis- 
cussed by Poole [58] and Wilmshurst [59]. 

The spectrometer should preferably have either 
a fixed or a measured microwave frequency. For 
use with an X-band spectrometer (9 to 10 GHz) 
it is essential to have a magnet whose field can be 
varied from 0 to 6 kG or to higher values and for 
which the automatic field sweep can cover the 
entire field range. The sweep should be free of 
jerks, caused for example by the jumps between 
successive wires in a potentiometer. It is desir- 
able to be able to record the spectra on an X-Y 
recorder as a linear function of field so that 
spectra can be compared directly. 

Observations at liquid nitrogen temperature 
with a thin-tailed Dewar within the cavity are 
often impeded by boiling of the nitrogen which 
detunes the spectrometer. A stream of helium 
bubbled through hypodermic tubing just above 
the microwave cavity level prevents boiling with- 
in the cavity. The use of a range of temperature 
to differentiate spectra components has already 
been noted. Normal behaviour is that the 
intensity of the spectrum should increase as T -1 
unless saturation or exchange coupling occur. 
Facilities for continuous variation of the 
temperature from 77 ~ to 600 ~ K are most 
desirable for observation of exchange phenom- 
ena. 

If  as often happens there is any difficulty about 
interpretation of spectra it may be easier to 
prepare other specimens with modified composi- 
tion so that trends in the spectra can be followed. 
This procedure often allows components of the 
spectra to be differentiated and identified with 
the bonus of further experimental information. 

T-he optimum concentration of paramagnetie 
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Glossary 
S ~ = electron spin = 1/2 • number of unpaired elec- 

trons. 
M = component of the spin along the axis of quantisa. 

tion. Takes values from + S to -- S. 
I = nuclear spin. 
m = nuclear spin component, takes values from + I to 

- -  1. 

centres wi th in  single crystals  is I0 -~ cen t res /a tom 
of  mat r ix  but  up  to 10 .3 or  even 10 -z m a y  be 
to le ra ted  before  real ly  serious line b roaden ing  
occurs. I n f o r m a t i o n  is still avai lable ,  especial ly 
abou t  magnet ic  exchange,  even i f  the  concent ra-  
t ion  is very high. 

The  measurement  of  the resonance  intensi ty  in 
o rder  to measure  concent ra t ions  is not  s imple in 
pract ice.  Usua l ly  a compara t ive  me thod  is g = spectroscopic splittingfactor. 
employed  [60]. Epr  canno t  be guaran teed  to ~ = Bohr magneton. 

discover  all pa ramagne t i c  ions present  in the 
specimen,  for  example  some centres m a y  have 
very r a p i d  spin-lat t ice relaxat ions.  A par t i cu la r  
difficulty in a m o r p h o u s  specimens is tha t  a t  any  
pa r t i cu la r  microwave  f requency the sensi t ivi ty is 
a funct ion of  the crystal  field strength,  so a false 
idea  o f  the d is t r ibu t ion  of  field strengths can 
easily be obta ined.  

5, Summary 
A n  unders tand ing  of  the effect of  impur i t ies  on 
the fabr ica t ion  and  per fo rmance  o f  mater ia l s  can 
be achieved only i f  the  loca t ion  of  the  impur i t ies  
is known.  Epr  can  be used to invest igate this 
influence on a wide range of  the  proper t ies  o f  
materials .  Examples  are given o f  its relevance to 
observat ions  of  phase  change,  crystal  growth,  
nucleat ion,  catalysis,  glass structure,  local  and 
general  mechanica l  s t rain and  ca t ion  d is t r ibu-  
t ion.  

Me thods  are briefly descr ibed for  analysis  and  
in terpre ta t ion  o f  spectra.  Careful  in te rp re ta t ion  
o f  spect ra  can give deta i led in format ion  abou t  the 
pa ramagne t i c  centres and  their  env i ronment  but  
even a cursory  examina t ion  o f  the spectra  will 
often reveal  useful in format ion ,  especial ly i f  
var ia t ions  are  s tudied over a range of  specimens.  

One o f  the  mos t  p romis ing  deve lopments  for  
appl ica t ions  of  epr  in mater ia ls  research is the 
use o f  exchange coupl ing to detect  the ini t ia l  
stages o f  ion clustering in crystals,  or  phase  
sepa ra t ion  on gra in-boundar ies  and  in  glasses. 
Epr  cart be used mos t  powerful ly  in mater ia ls  
research when it  is coupled  with exp lora t ion  by  
a wide range o f  o ther  techniques,  such as 
e lect ron mic roscopy  and e lect ron p robe  micro-  
analysis.  
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h = Planck's constant. 
v = microwave frequency. 
H = magnetic field (strictly magnetic induction B should 

be used) 1 Gauss = 10 -4 Tesla. 
Ho = h~/gfl, Ho o~r = hv/goar[J etc. 
W = difference in energy between the individual spin 

states and their mean energy. 
A = parallel nuclear spin coupling energy*. 
B = perpendicular nuclear spin coupling energy*. 
D = axial crystal field energy*. Other equivalent symbols 

areb~ ~  =3B2 ~ 
E = orthorhombic crystal field energy*. Other equiva- 

lent symbols are gb.2 = E = B2 ~. 
J = exchange coupling energy. 
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